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------------------------------------------------ ABSTRACT------------------------------------------------ 
Nowadays, different kinds of processors are appearing in the computer market, 
therefore it is necessary to observe the performance of these processors at the early stage 
of computation of object oriented programs. In this context, the present paper deals 
with the evaluation of the performance of Dual Core and Core 2 Dual processors 
architecture for the Object Oriented Programming languages. The main objective of 
this work is to propose the best object oriented programming language for the software 
development on these said processors architecture. A well known modeling language i.e. 
Unified Modeling Language (UML) is used to design a performance oriented model, 
consisting of UML class, UML sequence and UML activity diagrams. Experimental 
study is performed by taking the two most popular object oriented languages namely 
C++ and JAVA. Comparative study is depicted with the help of tables and graphs. 
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1. Related Work  

In the today’s scenario, various researchers are 
developing the models by the use of popular and 
powerful object oriented modeling language i.e. UML 
[5]. A lot of literature is available on modeling 
problems by the use of UML, but limits research papers 
are available in literature on applications of UML in the 
field of Computer Architecture problems. By the use of 
UML, software and hardware architecture problems can 
be easily represented pictorially and performance can 
be judged after modeling of the problems. Complex 
research problem can be easily solved by designing the 
UML models and performance of these models can be 
judged by message passing technique among the 
objects.  Real time system through UML is described 
by Selic and Rumbaugh [2]. The first represented of 
UML in the field of telecommunication sector is 
described by Holz [7]. This is one of the important 
papers to select the best programming language for 
distributed computing system. Drozdowski [9] 
explained a technique to find out the execution time for 
distributed application. In [5], tools and techniques for 
performance measurement of large distributed multi 
agent system are explained. A modeling for architecture 
of Pentium IV is reported by Alenn Hinton [11]. The 

computer architecture models which can be easily used 
for the further research work are available in [6]. Web 
based application can also be judged through UML and 
it is reported in [1]. UML based Vehicle control system 
is also reported in the literature by Walther et al. [12]. 
OMG is an important active group for inventing the 
different versions of the UML. The research papers on 
these are [3,4] in which group describes the different 
types of UML diagrams based on XML Meta data 
specification. Performance modeling and prediction 
tools for parallel and distributed programs are described 
by Planna et al. [8, 13] and these papers also describe 
customizing the UML for modeling performance 
oriented applications. Recently Saxena et al. [14] 
proposed the UML model with performance evaluation 
for the multiplex system for the processes which are 
executing in the distributed computing environment. 
UML Model of Instruction Pipeline is also explained by 
Saxena & Raj [15] in which they observed the 
performance of object oriented instructions executing in 
distributed computing environment.  
Java is an object oriented platform independent language 
and many of the software designs are coded with the help 
of the Java programming language and on the other hand 
C++ is also an object oriented language generally used for 
software applications as well as for system programming. 
In the present paper, the performance of these two 
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programming languages is observed on the Dual Core and 
Core 2 Dual processor system by proposing a model 
through UML. The main aim of this paper is to select the 
best Object Oriented Programming language for writing 
the software codes for long computations purpose which 
also saves the execution time. The complete UML 
Diagram is designed for execution of instructions of a 
program for dual core processor. UML class diagram, 
UML sequence diagram and UML activity diagram are 
also given in the paper and comparison is shown through 
tables and graphs. 

 

2. Background 
2.1 UML Process Definition 
Let us first define the process which may be the group 
or block of instructions of program, macro, sub 
programs and subroutines. For defining the process, 
there is a need of the processing element. The 
processing element is defined as a stereotype and 
generally used to handle the concurrent process 
executing in the parallel and distributed environments. 
The famous approach to handle the concurrent 
processes is Torus Topology. The following Fig 1(a) 
shows the UML definition of processing unit. The 
UML Class Diagram of Process is completely defined 
in Fig 1(b).   
The instance of the process is defined by the use of 
object .xyz which is shown in Fig 1(c). The set of the 
instances of the class process is modeled by the use of 
multiple objects which is also shown below in Fig 1(d). 

 
 
 
 
 
 
 
 
 
 
 
 

(a) Definition of Processing Unit                

 

 

 

 

 

 

 

 

 

 
 

 (b) Class Definition of Process 

 

                                      
 

      (c) Instance of Class    

         

 

 

 

(d) Multiple Instances of Object 

 
Figure 1. UML Class Representation of Process and 
Processing Unit  

 
In the above figure process shows the name of multiple 
objects. 

 
2.2   Dual Core Processors 

 
In the today’s scenario a different kinds of processors 
are appearing in the computer market designed by the 
various hardware companies. To increase the 
computing speed in respect of single core processors, 
dual core processors are designed. The dual core is an 
architecture that refers to a central processing unit 
(CPU) with two complete execution cores in a single 
processor. These two cores, theirs caches and cache 
controller all are built together on a single integrated 
circuit (IC).  Performance of dual core processor is not 
double as compared to a single core processor but it is 
significantly better than the single core processor. Since 
there are two pipelines, two instructions can be 
executed simultaneously and two processor caches 
allow more data on processing unit for quick access. 
The dual core block diagram is represented in Figure 2 
which is currently used by most of software developers 
due to its scalability and time consuming. On the basis 
of this diagram, the comparative specifications of dual 
core and core 2 duo processors architecture are 
recorded in Table 1.  

 
 
 
 
 
 
 
 
 

 Figure 2. Block Diagram of Dual Core Processor 
 

 In a dual core and core 2 duo, there are two CPU cores, 
one L1_CACHE in each core one L2_CACHE is shared 
by both the cores mounted on a single chip. 

 
     

 
<<processing_unit>> 
          _.process 

<<processing_unit>> 
xyz.process 

<<processing_unit>> 

process_id             : integer 
process_size          : integer 
process_in_time    : string 
process_out_time  : string 
process_priority     : integer 

process_create() 
process_delete() 
process_update() 
process_join() 
process_suspend() 
process_synchronize() 

 
  L2_ CACHE 

CPU CORE 1  
L1_ CACHE  

CPU CORE 2 
L1_ CACHE  

Base Class 

         <<stereotype>> 
processing_unit 

process_id               :integer 
process_type            :string 
process_cardinality  :integer 
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:process :cache :queue :decode :execute :ALU

load fetch
decod

Execut
proces

ack

save

loa

Table 1. Specifications of Dual Core and Core 2 Duo 
Processor Architecture   

 
3. UML Modeling of Dual Core Processor Architecture 
3.1 UML Class Model 
Now let us design UML Class model and shown in Figure 3 
which consists of thirteen major classes namely process, 
cache, L1_cache, L2_cache, I_cache, D_cache, ALU, Fetch, 
I_queue,  Decode, Execute, Branch. In this class diagram 
initially process loads the instruction from memory to both 
the L1_cache and L2_ cache. Fetch class fetches the 
instruction from both L1_cache to Pipeline. If there is 
L1_cache miss then fetch takes place from L2_cache. 
Decoder is used to decode the instructions one by one and 
then execution takes place by Execute class. ALU, Branch 
is a component of Execute class used to execute the 
instructions, Branch used to check the branch in the 
instructions. Same procedure repeats for the next set of 
instructions. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3. UML Class Diagram for Process Execution for 
Dual Core Processor 
 
3.2 UML Sequence Diagram                              
For Dual core and Core 2 Duo processors architecture, 
execution sequences of instructions are arranged by means 
of a UML sequence diagram as given in Figure 4. In this 
diagram one can see that how message passing takes place 
among the different objects. This figure also shows that how 
long computation time represented through object life line is 
required for execution of instructions and arranged for 
process. 

 
 

 
 
 
 
 
 
 
 

 
 

 
 

Figure  4. UML Sequence Diagram for   Process 
Execution for Dual Core    Processor 

 
3.3 UML Activity Diagram 
 
For the execution of processes on Dual Core and Core 2 
Duo processor architecture, UML activity diagram for 
process execution is also designed and given below in 
Fig 5. This diagram shows the steps involved in 
executing a process under both the processors. 
                               

 
 
Figure 5. UML Activity Diagram for Process 
Execution for Dual Core Processor 

 
4.  Experimental Study and Results 
To check the performance of the above UML designed 
model, a case study is considered by taking the 
sequence of instructions to be executed in the five run 
by taking average technique. Sample programs are 
designed in C++ and JAVA by increasing the sequence 
of instructions up to 105 lines of code. These two object 
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oriented software languages for executing a program of 
different sizes under Dual Core and Core 2 Duo 
processor are specially considered since most of the 
software companies are developing the applications by 
writing software codes in these object oriented 
languages. Therefore, we compare these two object 
oriented languages on recently used processor. This 
architecture system is well accepted by most of the 
software companies and most of the applications are 
done on this architecture.  
 
 A comparative study of execution of instructions for 
these two object-oriented software languages is 
observed. The execution time is increasing for these 
two programming languages as the sets of instructions 
are increasing. The computed execution timing in 
seconds for these languages is given in Tables 2-3. 
Table 2 and 3 are prepared for Dual Core and Core 2 
Duo processor architecture, respectively. From the 
tables, It is observed that JAVA is more suitable object 
oriented language in  comparison of  C++ as a number 
of instruction are increasing, the computation time is 
much smaller in comparison of C++. It is happening for 
both the processors architecture. Therefore, JAVA 
programming language is recommended for long 
computations.  
 
In the Table 3, average execution time is also recorded 
for C++ and JAVA on both the Processor’s architecture 
as shown in Table 3 and it is observed that Core 2 Duo 
processor architecture is better processor architecture in 
comparison of Dual Core processor architecture since 
for both the programming languages, the computation 
time is lower. For getting the quick interpretation, the 
above tabulated data is also compiled in the form of 
graph and represented below in Figures 6 & 7 for Dual 
Core and Core 2 Duo Processors architecture, 
respectively.  
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Figure– 6 Execution Time of C++ and Java on Dual 
Core Processor  
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Figure- 7  Execution Time of C++ and JAVA on 
Core 2 Dua Processor 
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 Figure- 8 Execution time of C++  on Dual Core and 
Core 2 Dua Processor 

 
 
 
 
 
 
 
       
 
 
 

 
Figure- 9 Execution time of JAVA on Dual core and 
Core 2 Dua Processor 
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 Table 2: Execution Time of C++ and Java on Dual Core Processor Architecture 
 

 

 
 

 
Table 3. Execution Time of C++ and Java on Core 2 Duo Processor Architecture 

 

 
 
 

Table 4: Comparison of Execution Time of C++ & Java on Dual Core and Core 2 Duo Processors 
 

 
 
 
 

 
 
 

Lines of 
Code 

10 102 103 104 105 

P/L C++ Java C++ Java C++ Java C++ Java C++ Java 

Execution 
Time in 
Seconds 

2.34 1.15 2.64 1.56 3.49 1.93 3.79 2.51 5.31 2.74 

2.36 1.16 2.64 1.56 3.48 1.95 3.70 2.52 5.31 2.73 

2.37 1.18 2.65 1.54 3.44 1.97 3.72 2.51 5.32 2.73 

2.33 1.14 2.66 1.58 3.43 1.90 3.77 2.52 5.32 2.74 

2.32 1.13 2.63 1.52 3.42 1.91 3.80 2.51 5.33 2.74 

 Lines of 
Code 

10 102      103       104         105 

P/L C++ Java C++ Java C++ Java C++ Java C++ Java 

 
 
Execution 
Time in 
Seconds 

2.14 .926 2.47 1.36 3.29 1.703 3.39 2.375 4.10 2.54 

2.34 .926 2.57 1.37 3.09 1.702 3.49 2.375 4.15 2.54 

2.04 .926 2.40 1.37 3.39 1.700 3.33 2.375 4.14 2.54 

2.22 .925 2.40 1.36 3.29 1.702 3.42 2.375 4.13 2.53 

2.11 .927 2.41 1.36 3.17 1.704 3.36 2.376 4.11 2.55 

 Lines of Code     10 102 103 104 105 

P/L C++ Java C++ Java C++ Java C++ Java C++ Java 

Dual Core 
Processor  

2.34 1.15 2.64 1.56 3.49 1.93 3.79 2.51 5.31 2.74 

Core 2 Duo 
Processor 

2.17 .926 2.45 1.36 3.24 1.703 3.39 2.375 4.12 2.54 
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5. Concluding Remarks 
From the above work it is concluded that UML 
modeling is a powerful modeling language to 
represent software architecture and research work 
visually. Performance of Dual Core and Core 2 
Duo processors architecture for two most popular 
object-oriented software languages by taking the 
variation in lines of code, is observed. It is 
concluded that Java programming language takes 
less execution time as compared to C++ for both 
the processors. It is also found that Core 2 Duo 
Processor is much faster than the Dual Core 
processor architecture. Therefore Core 2 Duo 
processor is very powerful and recommended for 
long computations related to the Java object-
oriented Programming language. 
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